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Utterance Lengths in Conversations

Topical-Chat PROSOCIALDIALOG



How much context is enough for chatbots?

More = Better ?
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Model Overview
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Data Preparation
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Model Overview
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Response Generation
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Datasets

● Five multi-turn conversation datasets

○ PROSOCIALDIALOG

○ Commonsense-Dialogues

○ TIMEDIAL

○ Topical-Chat 

○ Ubuntu Dialogue
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Evaluation Metrics

● Automatic Evaluation
○ ROGUE-L

○ METEOR

○ BERTScore
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Evaluation Metrics

● Human Evaluation
○ We randomly selected 8 samples from each dataset for a total of 40 evaluation samples.

○ Four annotators were asked whether U3long or U3short is more similar to U3, if both of them 
were equally similar (both), or if neither of them was similar to U3 (neither).

○ Compute inter-annotator agreement using Fleiss’ Kappa
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Results (automatic)
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Results (automatic)
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Length differences of U2 and U3 across five datasets



Results (human assessment)

● 54% of the annotations were marked as ‘both’ or ‘neither’ of U3long and U3short

are/is similar to the original U3, suggesting that the qualitative analysis of the 
generated responses were similar.

● Fleiss’ Kappa score was 0.5848: moderate level of agreement. 
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Conclusion & Future Work

● With shorter utterances, GPT-3 can still produce coherent and contextually 
appropriate responses, indicating potential for model efficiency without quality loss.

● Further exploration of token reduction and linguistic nuances in compressed inputs.

● Expanding to contexts beyond question responses and using advanced models 
like GPT-4 and others.

● Alternative evaluation methods like G-Eval and MEEP to capture a broader range of 
conversational dynamics (engagingness, etc.).
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Limitations

● Quality assessment based on single reference utterance comparison.

● Generated U3 responses tended to be much longer than the riginal U3's in the 
dataset.

● The analysis focuses on utterances preceded by a question, would be interesting 
to extend this to other types of conversational contexts.

● Compressing U2 using GPT-3 may not be the most efficient approach; a heuristic 
method could be more ideal considering efficiency.

● Utilization of GPT-3; future work could explore GPT-4 or other models for improved 
insights.

15



Question?
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